Speaker: Adam Sykulski (Lancaster University)
Date: 13/10/2020 on Microsoft Teams
Title: Time series parameter estimation and some applications

Abstract:

Maximum likelihood estimation of time series parameters is often intractable
for non-trivial covariance structures. In this talk I discuss the de-biased Whit-
tle Likelihood - a method we recently developed that can estimate time series
parameters for massive datasets using Fast Fourier transforms. The proce-
dure is related to, but distinct from, the standard and well-known Whittle
Likelihood - and I will make these distinctions more clear in the talk. We have
adapted the procedure to allow for missing data, non-Gaussianity, long mem-
ory, and spatial random fields. We have found numerous application benefits,
and I will highlight results from our most recent project on estimating pa-
rameters of ocean wave models from significant wave height observations.
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